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Abstract—Data-driven fault diagnosis plays a key role in
stability and reliability of operations in modern industries.
Recently, deep learning has achieved remarkable performance
in fault classification tasks. However, in reality, the model can
be deployed under highly varying working environments. As a
result, the model trained under a certain working environment
(i.e., certain distribution) can fail to generalize well on data
from different working environments (i.e., different distribu-
tions). The naive approach of training a new model for each
new working environment would be infeasible in practice. To
address this issue, we propose a novel conditional contrastive
domain generalization (CCDG) approach for fault diagnosis of
rolling machinery, which is able to capture shareable class-
information and learn environment-independent representation
among data collected from different environments (also known
as domains). Specifically, our CCDG attempts to maximize the
mutual information of similar classes across different domains
while minimizing mutual information among different classes,
such that it can learn domain-independent class representation
that can be transferable to new unseen domains. Our proposed
approach significantly outperforms state-of-the-art methods on
two real-world fault diagnosis datasets with an average improve-
ment 7.75% and 2.60% respectively. The promising performance
of our proposed CCDG on new unseen target domain contributes
towards more practical data-driven approaches that can work
under challenging real-world environments.

Index Terms—Domain Generalization, Contrasting Learning,
Intelligent Fault Diagnosis, Mutual Information

I. INTRODUCTION

Fault diagnosis of rotating machinery plays a key role in
reducing maintenance costs, improving reliability, and en-
hancing safety of operations in industries. The recent years
have witnessed a remarkable success of deep learning in
fault diagnosis for rotating machinery. However, deep learning
may have limited generalization capability under dynamic
conditions. For instance, fault diagnosis of rolling-element
bearing can encounter highly varying working environments
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Fig. 1: (Best viewed in colors). Comparison between pre-
vious and proposed methods in distribution matching. Left:
Aligning the marginal distribution without considering fine-
grained class distributions tends to mis-classify samples among
domains. Right: Our proposed approach with its class-
conditional contrastive loss can successfully align the classes
among different domains.

due to many factors such as loading torque, rotation speed,
and radial force [1]. Such variability of working environments
can yield different sensor readings even for the same fault type.
As a result, the data generated from each working condition
may have different statistics (i,e., distributions). Under those
circumstances, a model that can correctly classify faults under
one working environment may perform poorly when tested
on data from different working environments, which is well-
known as the domain shift problem. Such a problem can
significantly hinder the model’s generalization performance on
fault diagnosis tasks [2], [3].

Domain adaptation (DA) aims to transfer knowledge from
a labeled source domain to an unlabeled target domain, while
tackling the domain shift problem. Recently, several attempts
have been made to address the domain shift problem in data-
driven fault diagnosis [1], [4]–[8]. For instance, Sohaib et al.
consolidated a convolutional neural network (CNN) with bi-
spectrum features to achieve more robust diagnostic perfor-
mance [4]. Guo et al. integrated maximum mean discrepancy
(MMD) with a domain confusion loss to adapt between dif-
ferent machines [7]. Yang et al. introduced polynomial kernel
based MMD approach to reduce the computational complexity
and improve the transferability of the learned features [8].
However, DA approaches may not be easily applicable for
many practical scenarios due to the following reasons. First,
DA approaches usually assume access to the target domain
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data during the training phase, which may not be attainable
when encountering new target domain with no prior data.
Additionally, for each new target domain, we need to retrain
a new model independently, which can be time-consuming
and not scalable solutions for dynamic working environments.
Hence, there is an urgent need for a more realistic fault
diagnosis model that can generalize to new unseen domains
without prior data.

To tackle this issue, Domain Generalization (DG), a more
practical yet challenging scenario, leverages data from multi-
ple source domains to generalize well to new unseen domains.
Few studies have investigated domain generalization for fault
diagnosis [9]–[12]. A predominant approach is to leverage ad-
versarial learning to minimize the discrepancy of the marginal
distribution between multiple source domains. Yet, in fault
classification tasks, the marginal distribution of the data can
inherently encompass a multi-modal class structures. Thus,
only aligning the marginal distribution without considering
the fine-grained class distribution within each domain tends
to fail in some challenging scenarios [13], as shown in Fig. 1.
Recently, contrastive learning has achieved widely acclaimed
performance in representation learning for visual applications.
The key idea is to learn feature representations such that
similar samples (i.e., positive pairs) are pulled together while
dissimilar samples (i.e., negative pairs) are pushed away [14].
However, most of existing contrastive learning approaches
heavily rely on domain-specific augmentations to construct the
positive pairs, which can be laborious and require extensive
expert knowledge.

In this work, we propose a novel conditional contrastive
domain generalization approach (CCDG) for fault diagno-
sis. Particularly, instead of relying on the laborious domain-
specific augmentations, we leverage the variability among
multi-domains (i.e., working conditions) to define more rep-
resentative and realistic positive and negative pairs. Addition-
ally, to realize class-conditional invariance, we maximize the
mutual information between the prediction scores of same
classes among different domains while minimizing mutual
information among different classes.

The main contributions of this paper are summarized as
follows.

1) We propose a novel domain generalization approach to
tackle a more realistic yet challenging task in real-world
fault diagnosis. It does not require any data from the
target domain during training.

2) We design a new conditional contrastive loss across
realistic pairs from multi-source domains to find the do-
main invariant class representation, leading to robust and
discriminative representations for domain generalization.

3) We provide a theoretical derivation of the mutual infor-
mation lower bound of our conditional contrastive loss
on multi-domain data.

4) We extensively evaluate our proposed CCDG approach on
two rotating machinery datasets. The experimental results
clearly show the efficacy of our approach in generalizing
to new unseen domains with no prior data.

II. RELATED WORK

A. Domain Adaptation and Generalization

Majority of domain adaptation approaches focus on find-
ing domain invariant features between the source and tar-
get domains. To do so, some approaches aim to minimize
the statistical distance between the source and target fea-
tures among different moments of the distribution [15]–[18].
Another line of research, inspired by generative adversarial
networks, leverages adversarial learning to find a target feature
representation that can be indistinguishable from the source by
a discriminator network [19]–[21].

Different from domain adaptation, domain generalization
assumes no access for target domain data. To tackle domain
generalization task, various approaches have been developed
to tackle domain generalization task. One solution targeted
to learn domain invariant features across the multiple source
domains [22], [23]. Another line of research exploited various
data augmentation strategies to improve the generalization
performance [24], [25]. However, all these approaches are
specifically designed for computer vision applications, and
may not be extendable for fault diagnosis tasks.

B. Cross-domain Fault Diagnosis

In realistic fault diagnosis environments, domain shift prob-
lem can be prominent due to the variability of working condi-
tions. Several approaches aim to tackle domain shift problem
for fault diagnosis. For instance, Song et al. augmented the
adversarial adaptation with a pseudo-label retraining strategy
for fault diagnosis task [26]. While Chen et al. proposed a
domain adversarial transfer network to find domain invariant
features for fault diagnosis of rotary machinery [3]. Jiao et
al. adversarial trained shared feature extractor network against
two task-specific classifiers to better align the source and target
domains [6]. Zhang et al. jointly aligned the feature and class
distributions to improve the cross-domain performance [27].
Ragab et al. proposed a more scalable adversarial adaptation
approach that can generalize to multiple target domains con-
currently [1]. Recently, some approaches have been developed

Yet, all these approaches require access to target data
during training, which may not be attainable for many real-
world scenarios. Besides, it requires to train a new model for
each new domain. Therefore, there is a necessity to develop
approaches that can generalize to new unseen domains.

Few works have realized domain generalization for fault
diagnosis problems. For instance, Li et al. proposed a gradient
reversal layer and a domain augmentation to improve gener-
alization for machinery fault diagnosis [10]. While Liao et
al. leveraged Wasserestien generative adversarial network with
gradient penalty to learn the invariant features to generalize
well to new working conditions [11]. Differently, Zhang et
al. relied on saliency maps to remove superficial features
and improve the performance of fault diagnosis [28]. Han et
al. leveraged adversarial learning and triplet loss to improve
generalization performance on unseen target domains [12].
Most of these approaches enforce invariance between the
global distribution between domains to improve the gener-
alization performance. However, in fault classification tasks,
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Fig. 2: Framework of the proposed conditional contrastive domain generalization (CCDG). First, we pass the data from different
domains through a shared network fθ (i.e., feature extractor) to find the feature representation of the data. Second, a shared
prediction network gθ (i.e., predictor) converts the features to prediction scores, and we calculate the task-specific cross-
entropy loss LCE between the predicted labels and true labels. Third, we minimize a novel conditional contrastive loss LMI

to maximize both the intra-class similarity and inter-class separability. We train both the feature extractor fθ and the predictor
gθ by optimizing LCE and LMI together (Best viewed in colors).

the global distribution of each working environment encloses
multiple fine-grained distributions for each class. Furthermore,
aligning the global distribution between different working
environments does not obligate the alignment of these fine-
grained class distribution within each domain. Consequently,
the fine grained class-distributions can still be mis-aligned
even if the global distributions are well matched, yielding
poor cross-domain performance for the trained model. Dif-
ferently, our CCDG approach considers the class-conditional
distribution by maximizing mutual information among same
class in different domains to obtain environment independent
class representation.

III. METHODOLOGY

In this section, we first formulate the domain generalization
problem. Then, an overview of our CCDG approach is pre-
sented. Subsequently, we describe each loss component of our
CCDG approach in details. Last, we provide an information-
theoretic perspective for our class-conditional contrastive loss.

A. Problem Formulation

In this subjection, we provide a mathematical formulation
for the domain generalization and domain invariance problems.

1) Domain Generalization Problem: Let X denote the
feature space and Y denote the label space, a domain is
represented by the joint distribution PXY defined on X × Y .
In the domain generalization problem, we are given mul-
tiple source domains (D1,D2, . . . ,DM}, where M is the
total number of source domains. Each domain Di = {xij ,
yij}

Ni
j=1 ∼ P iXY has Ni number of samples. The joint

distributions vary among the multiple source domains, i.e.,
P 1
XY 6= P 2

XY . . . 6= PMXY . The objective of the domain
generalization is to learn a model h : X → Y based on
all the source domains and generalize well to a new unseen
target domain Dtest = {xtestj , ytestj }Ntestj=1 ∼ P testXY , where

P testXY 6= P iXY for i ∈ {1, . . . ,M}. It worth emphasizing
that we do not have any access to Dtest during the training
procedure.

2) Domain Invariance Problem: Most of existing domain
generalization approaches assume that only marginal distribu-
tion changes among domains, i.e., PS1 (X) 6= PS2 (X) . . . 6=
PSM (X), while the conditional distribution P (Y |X) remains
stable. Therefore, most of the existing approaches address the
domain generalization problem via finding domain invariant
representation on the feature space such that PS1 (fθ(X)) =
PS2 (fθ(X)) · · · = PSM (fθ(X)), where fθ : X → F is a deep
neural network that maps from the space of the raw input time
series signals (i.e., X ) to the vectorized feature space (i.e., F).

In reality, P (Y |X) may also be unstable among the do-
mains. Therefore, only finding domain invariant features can
be insufficient condition to perfectly align the domains.

B. Overview of CCDG

In this work, we propose a novel conditional contrastive
domain generalization (CCDG) approach that aligns the class-
conditional distributions among multiple source domains to
boost the generalization performance on unseen target do-
mains. Fig. 2 shows the overall framework of our proposed
CCDG method. First, we design a shared feature extractor
fθ for feature learning and a shared predictor gθ for fault
diagnosis. Second, we calculate the task-specific cross-entropy
loss LCE between the predicted labels and true labels. Third,
we propose a novel conditional contrastive loss LMI to
maximize the mutual information among same classes from
different domains while minimizing the mutual information
among different classes. Eventually, we train both the feature
extractor fθ and the predictor gθ by optimizing the task-
specific loss LCE and the conditional contrastive loss LMI

concurrently in an end-to-end manner. In the next subsections,
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we will introduce these two losses, i.e., LCE and LMI , in
details.

C. Task-specific Learning

The first step in our CCDG is to optimize the model
performance on the corresponding task by leveraging the
known class labels in the training data. The task-specific cross-
entropy loss is formalized in Equation 1 below.

LCE = − 1

M

M∑
i=1

1

Ni

Ni∑
j=1

[
`(hθ(x

i
j), y

i
j))
]
, (1)

where xij refers to the jth sample from the domain Di, yij is
the class label of xij , and hθ(xij) = gθ(fθ(x

i
j)) is a function

that maps the raw inputs to the class predictions. Given C
classes, both ŷij and yij are C-dimensional vectors, where
ŷij = hθ(x

i
j) and yij represent the predicted and true class

labels, respectively. Then, the cross-entropy loss between the
predicted labels and the true ones `(ŷij , y

i
j) can be represented

as follows:

`(ŷij , y
i
j) =

C∑
c=1

y(c)ij × log ŷ(c)ij . (2)

Here, y(c)ij is 1 if this sample xij is from class c and 0
otherwise, and ŷ(r)ij is the predicted score for the class c.

D. Class-conditional Contrastive Loss

The variability of working environments among the source
domains can produce task irrelevant feature on each source
domain. As a result, the class representation can be different
from one domain to another. Such inconsistency of class
representations among the multiple source domains can harm
the generalization performance on new unseen target domains.
Therefore, only optimizing the cross-entropy loss LCE without
considering the cross-domain relationship can have negative
impact on the generalization performance. To tackle this issue,
we jointly optimize our class-conditional contrastive loss LMI .
Particularly, we consider the cross-domain relationship via
maximizing the mutual information between similar classes
across different domains while removing the task-irrelevant
information that is caused by the change in working en-
vironments. By doing so, our LMI can capture the shared
class information and obtain environment independent class
representation which can boost generalization performance on
new unseen environments (i.e., domains).

Formally, given an anchor sample xu ∈ B =
{b1, b2, . . . , bM}, where B is the set of batches from M
source domains. We aim to maximize mutual information
between xu and the corresponding positive samples in B
while minimizing its similarity with the corresponding neg-
ative pairs in B. In particular, the positive samples of xu
are represented by all the samples in B that belong to the
same class pos(u) = {xv ∈ B : yu = yv}. While the
negative samples are the remaining samples in B that belong
to different classes neg(u) = {xk ∈ B : yu 6= yk}. Our

proposed approach is different from traditional approaches in
two aspects. First, traditional approaches only align the global
feature representation between different domains. As a result,
samples that belong to different classes (i.e., xu and xk) can
be pulled together, despite that the global distributions of
different domains are well aligned. Differently, we consider
a class-wise alignment where only samples that belong to
the same class are pulled together. Second, these approaches
usually applied on the feature space (i.e., fθ(xij). While our
CCDG approach is applied on the class prediction level (i.e.,
gθ(fθ(x

i
j))) of the corresponding samples, which enables the

model to find class-conditional invariant representation among
multiple source domains.

The class-conditional contrastive loss of the sample xu,
denoted as LuMI . To formalize our class-conditional contrastive
loss, we follow standard notations of contrastive learning in
[29], which is represented as follows:

LuMI =
−1

|pos(u)|
∑

v∈pos(u)

(
log

e(σ(hu,hv)/τ)∑
k∈neg(u) e

(σ(hu,hk)/τ)

)

=
−1

|pos(u)|
∑

v∈pos(u)

(
log e(σ(hu,hv)/τ)︸ ︷︷ ︸

positives

− log
∑

k∈neg(u)

e(σ(hu,hk)/τ)︸ ︷︷ ︸
negatives

)
.

(3)

Here, |pos(u)| is cardinality of the positive sample set,
σ(a,b) = aᵀb

|a||b| is the similarity scoring function for any
given vectors a,b, and τ is the temperature parameter to
control the contrastive power. hu = gθ � fθ(xu) ∈ RC are the
logits of xu, gθ� fθ represents the composition of the feature
extractor and the predictor, and C is the dimension of the
logits vector (i.e., the number of classes). The LuMI represents
the contrastive loss for the anchor sample xu. Particularly,
via optimizing LuMI , we maximize the mutual information
between the classifier prediction of the anchor sample hu
and all corresponding positive samples (i.e., samples that
belong to the same class of the anchor sample pos(u)) across
different domains, where hv is sampled from the set of positive
samples. Concurrently, we minimize the mutual information
between the anchor sample and all the negative samples (i.e.,
all samples that belong to different class from the anchor
sample neg(u).

The overall contrastive loss for all the samples is calculated
as follows:

LMI =
1

M

M∑
i=1

1

Ni

Ni∑
u=1

LuMI . (4)

By minimizing LMI , we can maximize the lower bound of
the mutual information among the positive samples [30].

E. Connections to Mutual Information

Here, we provide the theoretical derivation of the lower
bound of mutual information of our multi-domain class-
conditional contrasting loss. Formally speaking, as in [30],



IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENTS 5

the optimal similarity score is proportional to the density
ratio between the joint distribution and product of marginal
distributions. This can be formulated as follows:

φ(a, b) ∝ [
p (a, b)

p (a) p(b)
], (5)

where p (a, b) is the joint distribution of (a, b), and p(a)p(b)
is the product of marginal distributions.

In our approach, we aim to obtain the optimal contrastive
loss LoptMI for multi-domain setting. Particularly, for anchor hu,
we contrast between the positive sample in the numerator, i.e.,
(hu,hv) for v ∈ pos(u), and all samples in the denominator,
i.e., (hu,hi) for i ∈ {0, . . . , k}. It is assumed that the positive
sample is at index i = 0, and the rest are negative samples,
as in [31]. We substitute φ function from Eq. 5 into Eq. 6.
Subsequently, we split the summation of the denominator into
two parts: the term with i = 0, and the summation from i = 1
to k. Given that LoptMI is the optimal contrastive loss, the mutual
information between the anchor sample and negative sample,
i.e. (hu,hi) for i > 0, will be minimized. This means that the
two samples can be considered as approximately independent
from each other and the ratio is p(hu,hi)

p(hu)p(hi)
≈ 1 for i > 0 [30].

Last, given that log(k) is independent from the summation, we
take it out while replacing the remaining summation term by
the mutual information notation (i.e., I). The full derivation
can be viewed as follows:

LoptMI = −
∑

v∈pos(u)

log

[
φ (hu,hv)∑k
i=0 φ (hu,hi)

]

= −
∑

v∈pos(u)

log

 p(hu,hv)
p(hu)p(hv)∑k
i=0

p(hu,hi)
p(hu)p(hi)



= −
∑

v∈pos(u)

log

 p(hu,hv)
p(hu)p(hv)

p(hu,hi)
p(hu)p(hi)

∣∣∣∣
i=0

+
∑k
i=1

p(hu,hi)
p(hu)p(hi)



=
∑

v∈pos(u)

log

 p(hu,hv)
p(hu)p(hv)

p(hu,hi)
p(hu)p(hi)

∣∣∣∣
i=0

+
∑k
i=1

p(hu,hi)
p(hu)p(hi)


−1

=
∑

v∈pos(u)

log


p(hu,hi)
p(hu)p(hi)

∣∣∣∣
i=0

+
∑k
i=1

p(hu,hi)
p(hu)p(hi)

p(hu,hv)
p(hu)p(hv)


=

∑
v∈pos(u)

log

[
1 +

p (hu) p (hv)

p (hu,hv)

k∑
i=1

p (hu,hi)

p (hu) p (hi)

]

≈
∑

v∈pos(u)

log

[
1 +

p (hu) p (hv)

p (hu,hv)
k

]

≥ log(k)−
∑

v∈pos(u)

log

[
p (hu,hv)

p (hu) p (hv)

]
≥ log(k)−

∑
v∈pos(u)

I (hu;hv) .

(6)

With all the available positive samples∑
v∈pos(u) I (hu;hv) ≥ log(k) − LoptMI , by minimizing

LoptMI (hu,hv), we can maximize the lower bound on the
mutual information I (hu;hv). Notably, as the number of
negative samples k increases, the approximation can be more
accurate.

F. Overall Loss for Optimization

In our CCDG, both LMI and LCE are jointly optimized
to improve the generalization performance on new unseen
domains. Particularly, the objective of the cross-entropy loss is
to improve the task specific performance within each source
domain. While the objective of the contrastive loss LMI is
to consider cross-domain relationships via finding domain-
independent class representation, which can boost the general-
ization performance on unseen domains. The overall objective
is then represented by a convex combination between them in
Equation 7.

min
fθ,gθ
L = αLMI + (1− α)LCE , (7)

where α is the weight between the two losses. We use Adam
[32] as the optimizer to minimize the overall objective and
learn the feature extractor fθ and the predictor network gθ.

IV. EXPERIMENTS AND RESULTS

In this section, we first introduce the datasets and the setup
of our experiments. Then, we present the evaluation results of
our proposed CCDG method.

A. Datasets

1) CWRU Dataset: The Case Western Reserve University
(CWRU) dataset is a widely adopted dataset for rolling bearing
elements [33]. Fig 3 shows the test rig for CWRU dataset.
Accelerometer sensors were deployed at both the drive-end
and fan-end of the housing motors. Vibration signals were
collected with 12 KHz sampling rate under eight different
operating conditions. Particularly, we have four different oper-
ating conditions with different loading torques collected from
the drive-end, denoted as domain A, B, C, and D. Similarly, we
have other four operating conditions collected from the fan-
end of the motor, denoted as domain F, G, H, and I. For each
operating condition, there are one healthy state and three faulty
states, namely, inner fault (IF), outer fault (OF), and bearing
fault (BF). Each faulty state has three levels of severity with
dimensions of 7, 14, 21 mil. In total, we have 10 classes with
1 healthy class and 9 faulty classes. Table Ishows the detailed
description of the CWRU dataset. To prepare the data for our
experiments, we partitioned the sensor readings into smaller
samples using sliding windows with a fixed length of 4,096
and the shifting step of 290, which is widely used in previous
studies [1], [34]. Overall, we can generate 4,000 samples for
each domain.
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TABLE I: Details of CWRU bearing dataset.

Domain Torque Location Fault Type Fault Size (inches)

A 0 hp Drive End Normal, IF, OF, BF 0, 007, 0.014, 0.021

B 1 hp Drive End Normal, IF, OF, BF 0, 007, 0.014, 0.021

C 2 hp Drive End Normal, IF, OF, BF 0, 007, 0.014, 0.021

D 3 hp Drive End Normal, IF, OF, BF 0, 007, 0.014, 0.021

E 0 hp Fan End Normal, IF, OF, BF 0, 007, 0.014, 0.021

F 1 hp Fan End Normal, IF, OF, BF 0, 007, 0.014, 0.021

G 2 hp Fan End Normal, IF, OF, BF 0, 007, 0.014, 0.021

H 3 hp Fan End Normal, IF, OF, BF 0, 007, 0.014, 0.021

Fig. 3: Experimental equipment of CWRU dataset [33].

2) Paderborn Dataset: The second dataset was generated
by the KAT data center in Paderborn University with the
sampling rate of 64 KHz [35]. The test rig of Paderborn
dataset is shown in Fig 4. The damages were generated using
both artificial and natural ways. More specifically, an electric
discharge machine (EDM), a drilling, and an electric engraving
were used to manually produce the artificial faults. While
the natural damages were caused by using accelerated run-
to-failure tests. The data collection process for both types of
damages, i.e., artificial and real, was exposed under working
conditions with different operating parameters such as loading
torque, rotational speed and radial force. In total, Paderborn
dataset were collect under 6 different operating conditions
including 3 conditions with artificial damages (denoted as
domain I, J and K) and 3 conditions with real damages
(denoted as domain L, M and N). Table II demonstrates
the detailed specifications of each working condition. For
example, the loading torque varies from 0.1 to 0.7 Nm and the
radial force varies from 400 to 1000 N, while the rotational
speed is fixed at 1500 RPM. Each operating condition (i.e.,
domain) contains three classes, namely, healthy class, inner
fault (IF) class, and outer fault (OF) class. To prepare the data
samples for Paderborn dataset, we adopted sliding windows
with the fixed length of 5,120 and the shifting size of 4,096
[1]. As such, we generated 12,340 for each artificial domain
(i.e., I, J and K) and 13,640 samples for each real domain (i.e.,
L, M and N) respectively.

B. Experimental Setup

1) Baseline Methods: To show the efficacy of our proposed
CCDG method, we first adapted state-of-the-art methods on

Fig. 4: Test rig for Paderborn dataset [35]. The rig is composed
of (1) Electric motor; (2) Torque measurement; (3) Bearing test
modular; (4) Fly wheel; (5) Load motor.

TABLE II: Details for Paderborn dataset.

Domain Damage Type Load Torque [Nm] Radial Force [N]

I Artificial 0.1 1000

J Artificial 0.7 400

K Artificial 0.7 1000

L Real 0.1 1000

M Real 0.7 400

N Real 0.7 1000

visual domain generalization. Besides, we re-implemented
domain generalization methods proposed for fault diagnosis
tasks. To ensure fair evaluation, same backbone architecture
has been used for both our approach and the baseline methods.
The compared baselines are shown as follows:
• Empirical Risk Minimization (ERM) [36]: it minimizes

the sum of the empirical risk among the samples from
all the domains.

• Maximum Mean Discrepancy (MMD) [37]: it minimizes
the MMD distance between each pair of domains to
improve the generalization performance.

• Deep Correlation Alignment (Deep CORAL) [38]: it
aligns the co-variance matrices for each pair of domains.

• Conditional Domain Adversarial Networks (CDANN)
[39]: it applies a separate domain classifier for each class
to further improve the alignment performance.

• Beyond empirical risk minimization Mixup [40]: it gener-
ates new data samples via linear interpolation of samples
and labels among random pair of domains.

• Self-supervised Contrastive Regularization for Domain
Generalization (Self-Reg) [41]: it applies stochastic
weight averaging with inter-domain curriculum learning
with contrastive regularization.

• A Hybrid Generalization Network for Intelligent Fault
Diagnosis (IEDGNet) [12]: it leverages both extrinsic
and intrinsic generalization objectives to regularize the
discriminating performance of the deep neural network
on fault diagnosis tasks.

• Domain Generalization for Rotating machinery (DGRM)
[10]: it adversarially trains a feature extractor against a
multi-class domain discriminator network to to improve
the generalization performance of rotating machinery.

2) Implementation Details: In our experiments, during the
training phase, we split the data from multiple source domains
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Fig. 5: Architecture of backbone model with a 6-layer 1-D CNN as feature extractor and a 4-layer FCN as classifier, where
NF represents the number of output features from the CNN and NC is the number of output classes.

TABLE III: Details of hyper-parameter tuning setup.

Method Hyperparameter Range

MMD Regularization λ 10−3 to 10−1

Deep CORAL Regularization λ 10−3 to 10−1

DGRM, CDANN Discriminator lr
Discriminator weight decay
Discriminator Adam β1

Discriminator steps
Discriminator GP
Adversarial regularization λ

10−5 to 10−3.5

10−6 to 10−2

{0, 0.5}
20 to 23

10−2 to 101

10−2 to 102

Mixup Beta shape parameter α 10−1 to 101

IEDGNet adversarial regularization λ
triplet loss weight β

10−2 to 102

10−2 to 102

CCDG Temperature τ
Contrastive weight α

10−1 to 100

10−1 to 100

into 80% for training and 20% for validation to monitor
the model convergence on the source domains during the
training phase. To test the generalization performance, we
iteratively leave one whole domain out for testing while using
all the other domains for training, following the standard
protocol of domain generalization [42]. It worth highlighting
that we neither use the testing data for the training nor
for the model selection. Instead, we select the model based
on the its performance on the validation sets of the source
domains, which can be more practical and aligns with domain
generalization assumption that no test data are available during
the training process. The accuracy score (i.e., the number of
correctly classified test samples divided by the total number of
test samples) is utilized to measure the diagnosis performance.
All the experiments were conducted using PyTorch 1.7 on
NVIDIA GeForce RTX 2080 Ti GPU. We implemented a 6-
layer 1-D CNN to extract features from the raw input signals
followed by a 4-layer fully connected network (FC) for fault
classification, as shown in Fig. 5. We used LeakyReLU as
non-linear activation layer and batch normalization to speed up
the training process. To promote fair evaluation, same network
architecture is adopted for all the baseline methods.

To train the model, we fix the learning rate as 0.001,
weight decay as 5e−5, and batch size as 32 through the whole
experiments. To select the hyper-parameters, we ran 20 trials
of hyper-parameter sweep for our approach and all baseline
methods to ensure a fair evaluation. We sample the hyper-
parameter values from a uniform distribution within a specific
ranges [42]. Detailed ranges for our approach and baseline
methods can be found in Table III. Note that the ERM method
does not contain any tunable hyper-parameters in this setup.
For more practical model selection, we validate our model

only on the held-out subsets of the source domains without
accessing to any data from the target domain.

C. Experimental Results

1) Results on CWRU Dataset: Table IV shows the results
of different approaches on the CWRU dataset. In particular,
column A in Table IV means that we use domain A as the
unseen target domain and the other 7 domains as source
domains. Last column shows the average performance for
various methods over 8 target domains. Note that the best
values on each target domain are highlighted in bold, while
the second best values are underlined. It can be found that
our CCDG approach significantly outperforms all the baseline
approaches. On average, the CCDG outperforms the second
best baseline (i.e., Mixup) by 7.75%.

Domains A and E have zero loading torque, while other
domains have non-zero loading torque. Therefore, fault fea-
tures in these two domains could be quite different from those
in other domains, and it would be challenging to map other
domains to A and E. This explains why various methods
achieve unsatisfactory performance on A and E. However,
our CCDG approach, with its class-conditional invariance, can
still perform the best on these two challenging domains. It
outperforms ERM (second best) on domain A by 12.62%, and
outperforms Self-Reg (second best) on domain E by 6.54%,
respectively.

2) Results on Paderborn Dataset: To further evaluate the
superiority of our CCDG method, we have conducted addi-
tional experiments on the Paderborn dataset. Table V shows the
performance of various methods on the Paderborn dataset. It
can be clearly observed that our CCDG approach outperforms
the state-of-the-art methods on 5 out of 6 domains with an
average accuracy of 88.52%. Moreover, it outperforms the
second best baseline (i.e., Self-Reg) by 2.60%. Notably, gener-
alization to domains with small radial force (i.e., J and M) can
be a very challenging task. However, our CCDG method with
its class-conditional contrasting can still be the best on these
two domains, demonstrating the robustness of our method
against the large domain shifts. Additionally, unlike Self-Reg
that only focuses on positive pairs, our CCDG approach aims
to push away negative pairs that belong to different classes,
which can improve the generalization performance. Moreover,
methods that only align the marginal distribution like Deep
CORAL and MMD perform poorly on the tough domains,
i.e., J and M.
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TABLE IV: Domain generalization results on CWRU bearing dataset (Accuracy %).

Unseen Target Domains

Method A B C D E F G H Average

ERM 64.17 ± 9.2 94.58 ± 1.6 96.38 ± 2.9 70.58 ± 4.4 68.33 ± 7.7 83.46 ± 3.1 94.38 ± 4.8 86.38 ± 4.6 82.28
MMD 47.83 ± 9.2 57.17 ± 13.4 75.67 ± 3.7 66.67 ± 1.2 61.54 ± 16.0 73.17 ± 8.5 71.75 ± 10.8 54.17 ± 17.7 63.50

Deep CORAL 63.29 ± 15.1 70.96 ± 8.8 87.25 ± 4.4 72.13 ± 4.0 66.67 ± 3.5 71.71 ± 6.9 68.71 ± 3.8 76.71 ± 5.0 72.18
CDANN 64.08 ± 11.6 82.67 ± 4.9 90.13 ± 6.7 77.50 ± 5.4 72.13 ± 8.5 74.75 ± 3.6 89.21 ± 7.3 74.29 ± 11.3 78.09
Mixup 57.63 ± 7.9 83.92 ± 5.9 93.96 ± 4.7 75.79 ± 7.8 81.88 ± 8.3 95.38 ± 2.7 98.13 ± 0.5 88.96 ± 3.6 84.45

Self-Reg 62.83 ± 1.7 95.71 ± 3.0 93.54 ± 4.2 76.29 ± 0.6 82.71 ± 0.3 79.54 ± 20.3 89.42 ± 0.9 93.79 ± 2.4 84.23
IEDGNet 45.54 ± 11.5 68.88 ± 5.4 81 ± 6.3 54.67 ± 1.1 54.71 ± 9.2 67.17 ± 1.6 65.25 ± 5.3 73.58 ± 7.7 63.85
DGRM 55.29 ± 7.1 78.42 ± 15.4 91.63 ± 4.5 81.79 ± 3.4 67.58 ± 3.4 77.29 ± 1.1 85.08 ± 4.1 85.25 ± 4.2 77.79

CCDG 76.79 ± 2.9 97.25 ± 1.2 99.83 ± 0.1 93.71 ± 1.5 89.25 ± 1.4 92.04 ± 3.5 94.42 ± 3.5 94.33 ± 1.4 92.20

TABLE V: Domain generalization results on Paderborn dataset (Accuracy %).

Unseen Target Domains

Method I J K L M N Average

ERM 83.23 ± 2.0 67.50 ± 0.2 88.36 ± 0.9 99.25 ± 0.2 74.78 ± 7.2 99.40 ± 0.4 85.42
MMD 77.69 ± 3.2 69.18 ± 0.4 81.04 ± 1.4 69.53 ± 17.5 65.74 ± 5.8 82.38 ± 8.0 74.26

Deep CORAL 80.58 ± 0.9 71.30 ± 2.4 79.27 ± 1.3 81.33 ± 0.4 67.23 ± 2.0 80.58 ± 0.2 76.71
CDANN 78.77 ± 1.7 71.89 ± 5.2 86.90 ± 0.1 92.16 ± 7.8 74.16 ± 13.0 94.90 ± 3.0 83.13
Mixup 80.96 ± 4.3 71.66 ± 5.3 78.26 ± 1.5 72.52 ± 1.1 55.22 ± 3.7 74.24 ± 2.1 72.14

Self-Reg 85.41 ± 1.5 73.01 ± 2.5 91.79 ± 1.7 97.58 ± 0.6 68.76 ± 0.3 98.99 ± 0.5 85.92
IEDGNet 64.17 ± 8.3 63.38 ± 4.7 80.23 ± 7.5 91.83 ± 0.3 66.14 ± 3.8 92.14 ± 3.9 76.31
DGRM 76.20 ± 1.8 73.28 ± 3.7 86.56 ± 0.5 88.60 ± 10.4 76.37 ± 11.1 88.16 ± 7.5 81.53

CCDG 80.46 ± 1.7 73.29 ± 4.2 94.61 ± 1.3 99.87 ± 0.1 83.08 ± 4.2 99.88 ± 0.1 88.52

(a) CWRU Dataset (b) Paderborn Dataset

Fig. 6: Convergence of training loss for different Unseen Target Domains on both CWRU and Paderborn Datasets.

TABLE VI: Results on Paderborn dataset for single source
domain generalization.

Scenario ERM Self-Reg CCDG

J→I 72.54 ± 0.7 76.46 ± 2.8 75.20 ± 2.1
I→J 65.45 ± 5.4 66.98 ± 1.1 67.91 ± 3.1

K→L 42.90 ± 12 34.72 ± 5.8 44.49 ± 11
L→K 50.50 ± 3.2 49.23 ± 3.0 51.81 ± 1.8
N→M 76.58 ± 2.6 77.13 ± 3.2 78.18 ± 1.9
M→N 87.16 ± 5.8 91.81 ± 1.2 93.33 ± 6.6

Average 65.85 66.06 68.49

3) Single Source Domain Generalization: In this experi-
ment, we measure efficacy of our approach under extreme
cases where only samples from single source domain are
available for training. Table VI shows the results of the
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Fig. 7: Effect of batch size on CCDG performance.

proposed approach versus the second best performing methods
(i.e., ERM and Self-Reg) on randomly selected scenarios from
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(a) ERM (b) DGRM

(c) Self-Reg (d) CCDG method

Fig. 8: UMAP visualization results on unseen target domain D of the CWRU dataset for different methods.

the Paderborn dataset. Overall, our CCDG performs best on 5
out of 6 cross-domain scenarios with an average improvement
of 2.5%. While Self-Reg performs better than ERM, it can
still under-preforms our CCDG approach. This is because that
Self-Reg is mainly relying on image-specific augmentations,
which may not be effective for fault diagnosis dataset. Besides
Self-Reg can only align positive pairs (i.e., samples from the
same class) without considering the negative pairs. Differently,
our CCDG approach improves the performance via pushing
away samples that belong to different classes within the same
domain to have clear decision boundaries. Besides, the lower
performance of our single-domain CCDG compared to multi-
domain CDDG reflects the importance of having realistic
representation of variability among multiple domains.

4) Generalization to multiple unseen domains: In this
experiment, we measure the generalization ability of our
approach on multiple unseen target domains. Particularly, we
have evaluated our approach on 6 randomly selected scenarios
with multiple unseen target domains. Besides, to further show
the efficacy of our approach, we compared against SelfReg and
ERM baselines (second and third best methods in this dataset).
In our comparison, we reported the average performance on
the multiple unseen domains. Clearly, our superior gener-
alization performance persists even with more challenging
scenarios of multiple unseen domains. Moreover, our CCDG
approach significantly outperforms both ERM and SelfReg
baselines (strongest baselines) on all the scenarios.

D. Analysis

1) Training Convergence: To show the convergence of
our proposed loss function, we have plotted the training

TABLE VII: Generalization Performance of our CCDG ap-
proach on multiple unseen target domains on Paderborn
Dataset (Accuracy %).

Scenario Source Domains Unseen Domains ERM SelfReg CCDG

S1 K, L, M, N I, J 75.68 77.95 81.33
S2 I, J, M, N K, L 94.47 94.55 97.65
S3 I, j, K, L M, N 85.49 82.61 87.45
S4 J, K, M I, L, N 78.25 87.39 81.75
S5 K, L, M I, J, N 84.05 77.64 86.40
S6 I, J, N K, L, M 85.23 82.38 91.48

convergence for each unseen target domain on both CWRU
and Paderborn datasets, as shown in Fig. 6. For CWRU dataset,
the convergence is smooth for all the unseen domains while the
highest rate of convergence happens with unseen domain G, as
shown in Fig. 6a. Similarly, for Paderborn dataset, our training
loss converges smoothly while the highest convergence rate is
corresponding with unseen domain K, as shown in Fig. 6b.

2) Effect of batch size: We investigate the dependency of
our CCDG on the number negative samples within the min-
batch. To do so, we report the performance of three different
batch sizes on three unseen domains of Paderborn datasets,
as shown in Fig. 7. It can be clearly seen that our CCDG
benefits from larger batch size consistently among the three
different domains. Larger batch size can help in providing
more negative examples per batch, which can improve the
model convergence.

3) Parameter Sensitivity Analysis: In our CCDG, we have
two main parameters, namely, the contrastive loss weight α
and the contrasting temperature τ . To measure the model
sensitivity to each of them, we fix one parameter while
changing the other and vice versa. We plot the average
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performance over the 8 domains of the CWRU dataset, as
shown in Fig. 9. First, we fixed the temperature value τ as
0.03 while varying the weighting factor α from 0.01 to 0.9.
Notably, better generalization performance can be achieved
with higher weight for the contrastive loss against the cross-
entropy loss, while the best performance is achieved with
α equals to 0.7. However, the performance tend to degrade
with α values larger than 0.7. This means that reducing the
cross-entropy loss weight to lower values than 0.3 can have
a negative impact on the performance. To sum up, despite
that the contrastive loss can be more important than the cross
entropy loss, the contribution of both losses is necessary for the
best performance. Second, to measure the model dependency
on the temperature parameter of the contrastive loss, we fixed
α as 0.7 while varying the contrasting temperature τ from 0.01
to 0.9. It clearly shows that varying the temperature weight
can change the performance from 82% at higher temperature
values (i.e., 0.9) to 89% at lower temperature values (i.e.,
0.03). In a nutshell, both α and τ can be of great importance
to the model performance.
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Fig. 9: Sensitivity analysis for the CCDG parameters.

4) Feature Visualization: To clearly show the effectiveness
of the proposed CCDG, we visualize the learned features
of our approach against three different baselines on unseen
domain D of the CWRU dataset. We utilize the uniform
manifold approximation and projection (UMAP) [43] to map
the high dimensional features to a lower dimension as shown
in Fig. 8. Fig. 8a shows the learned features of ERM, which
can be hardly separable, specifically for classes C2, C5, C6,
and C8. Similarly, the visualization of DGRM and Self-Reg
can still have less-separable classes such as C2, C5, and C8,
as shown in Fig. 8b, 8c. Differently, our CCDG approach, can
separate different classes with clear boundaries, as illustrated
in Fig. 8d. The visualization results of CCDG suggest that it
is able to learn domain-independent class representation that
can be transferable to new unseen domains.

V. CONCLUSION

In this work, we proposed a novel conditional contrastive
domain generalization approach called CCDG that addresses a
more challenging yet practical domain generalization problem
for real-world fault diagnosis of rolling machinery. Specif-
ically, we leveraged data from multiple source domains to
generalize to a new unseen target domain (i.e., an unseen
working condition for fault diagnosis). By evaluating on two
datasets and comparing with various baseline methods, we
showed that achieving the conditional invariance across the

class-predictions of different source domains can significantly
improve the generalization performance on unseen domains.
The promising performance of our proposed CCDG method
pushes towards more practical data-driven approaches that can
work under challenging real-world environments.
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