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Wafer level characterization of silicon nitride
CWDM (de)multiplexers using Bayesian inference

Jun Rong Ong, Tina X. Guo, Thomas Y. L. Ang, Soon Thor Lim, Hong Wang, Ching Eng Png

Abstract—A cascaded Mach-Zehnder interferometer based
filter for coarse wavelength (de)multiplexing (CWDM) at the O-
band is fabricated and tested on a silicon nitride on SOI platform.
We characterize the chip-to-chip performance variability of the
filter devices on a wafer. Using the optical measurement data,
we apply Bayesian inference methods to estimate the waveguide
geometery parameters and also quantify the uncertainty of the
estimates.

Index Terms—Parameter estimation, Wavelength division mul-
tiplexing, Photonic integrated circuits, Silicon photonics

I. INTRODUCTION

Wavelength division multiplexing is an essential technology
needed to meet the ever increasing demand for bandwidth in
long haul and data center communications. In particular, 4-
channel CWDM at O-band wavelengths with 20 nm spacing
(1271, 1291, 1311 and 1331 nm) is a common specification
for 100G data center applications. A (de)multiplexing filter
is needed to split and combine the 4 different wavelengths.
Such a filter should have the following characteristics: accurate
passband spacing centered at channel wavelengths, low loss
and loss uniformity within the channel, sufficiently wide and
flat passband to support high speed signals, low inter-channel
crosstalk and low temperature sensitivity. Several different
kinds of WDM filters have been proposed and demonstrated,
e.g. arrayed waveguide gratings [1], echelle gratings [2] and
contra-directional couplers [3]. Of these, cascaded Mach-
Zehnder interferometer (MZI) filters are of particular interest
due to their low insertion loss, low cross-talk and flat passband
charateristics [4]–[11].

In this letter, we design and demonstrate a 4-channel
CWDM cascaded MZI filter at O-band using silicon nitride
(SiN) waveguides on SOI platform. SiN has a lower index
contrast and lower thermo-optic coefficient than SOI and hence
has the advantages of lower suceptibility to fabrication error
and thermal drift [7]. Nevertheless, the spectral response of
the filters, which depend on interference effects, are still af-
fected by process variations. Performance prediction of devices
under process variation is an area of research which has
received greater attention recently, especially for high index
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Fig. 1. 4-channel cascaded MZI filter design and layout. The directional
coupler coefficients κ2 and differential lengths ∆L are labeled. Ls is an
additional length to center the odd channels. Inset: silicon nitride (SiN) on
SOI waveguide cross-section.

contrast SOI photonics [12], [13]. This involves obtaining
device performance statistics, extracting process variations on
a wafer level, and performing robustness optimization. As
such, we have measured cascaded MZI filter devices on a
sample of 22 chips to obtain wafer level statistics. To further
make sense of the data, we constructed models of the filters
through polynomial fitting of the waveguide and directional
coupler effective indices. Using these models and together with
statistical inference methods, we are able to extract waveguide
geometric parameters. Furthermore, by using Bayesian infer-
ence we also obtain the uncertainty of the estimates. Accurate
extraction of waveguide geometry usually requires specialized
test structures at scattered locations on the wafer [14]–[16].
Our way of parameter extraction can be complementary to
these methods by making use of data collected directly from
the device-under-test itself to give additional insights.

II. DESIGN AND MODELING

Cascaded MZI filters are also called lattice Fourier filters,
since the transfer function is the sum of all the distinct optical
paths in the interferometer, which together make up a truncated
Fourier series [4]. Our device design is similar to [6] and
consists of two stages (see Fig. 1): the first stage has a
free-spectral range (FSR) of 40 nm acting as an interleaver
to separate odd and even wavelength channels, the second
stage has a FSR of 80 nm and filters out the individual
channels. Each stage of the lattice filter consists of two
cascaded building block filters to reduce cross-talk and each
building block filter consists of three directional couplers and
two differential lengths. An additional length is needed at the
second stage to shift the center of some of the channels to
the correct wavelengths [5]. We used a common waveguide
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cross-section throughout the device, which is nominally of
w0 = 750 nm width and h0 = 400 nm height, within the
single mode condition. The bending radius is 40 µm and
the coupler gap is fixed at 400 nm to meet the design rule
specifications [17]. Since the lattice filter only consists of
differential waveguide lengths and directional couplers, the
filter transmission spectrum can be calculated efficiently using
transfer matrices. We apply polynomial regression fitting to
build accurate models of the effective indices which are used
to calculate the phase shifts and coupling coefficients in the
transfer matrix model. Below, we describe more details of our
lattice filter model.

A. Polynomial regression fit of effective indices

We first generated a simulation dataset by calculating the ef-
fective indices of the SiN waveguide quasi-TE modes neff and
directional coupler symmetric and anti-symmetric supermodes
ns, na using a commercial finite difference solver (Lumerical).
The refractive index used for the LPCVD SiN was 1.98 [18].
The swept range (in µm) of the dependent parameters are
as follows: waveguide width w ∈ (0.68, 0.82), waveguide
height h ∈ (0.34, 0.46), wavelength λ ∈ (1.26, 1.36) and (for
coupler supermodes) the coupler gap g ∈ (0.3, 0.5). These
parameter ranges were chosen according to the maximum
geometry variations, ∆w = ±50nm and ∆h = ±40nm [17].
The trapezoidal waveguide sidewall angle is fixed at 85◦ and
the width w is the middle width (see Fig. 1). We assume that
the directional coupler is symmetric, i.e. both waveguides are
of the same width, and the gap g is the middle gap. We use
4-th order polynomial regression fits to build accurate models
of the effective indices [15], with the maximum error obtained
at 0.01% which equals to a phase error of < 10−3 rad/µm.

B. Directional coupler model

The directional couplers can be modeled as unitary 2 × 2
matrices

[
t iκ
iκ t

]
, with κ2 + t2 = 1. We assume identical cou-

pled waveguides, so κ2 = sin2
(
π
2
lc
Lc

)
, with Lc = λ

2(ns−na) .
The 0.01% error of our polynomial fit of the supermode
effective indices ns, na corresponds to 0.5% error in predicted
Lc. Additionally, we have to include the coupling effect at
the bends where the coupled waveguides are brought close
together such that the total coupling length is the sum of
the straight and bend contributions, lc = ls + lb. Typically,
we can calculate lb by an integral over the coupler gap as a
function of position [19]. However, we noticed this method
slightly underestimated lb for our chosen radius of 40 µm,
particularly for thinner and narrower waveguides that have
poorer optical mode confinement. As such, we generated an
additional dataset of the coupling length contributions from
bends using 3D FDTD simulations (Lumerical). Since 3D
FDTD simulations are computationally expensive, we assumed
that the positions of the waveguides are fixed (i.e. g + w =
1150 nm) to reduce the size of the parameter space to cover.
We used a 4-th order polynomial fit to model lb, giving a
maximum error of 0.1%.

III. MEASUREMENTS

To obtain wafer level statistics, we measured the 4 chan-
nel transmission spectrum of the cascaded MZI filters on
22 different chips across a wafer. We used a tunable laser
source, scanning from 1260 nm to 1360 nm, in steps of 0.2
nm. A waveguide adjacent to the filter, with fiber-to-silicon-
waveguide edge couplers and silicon-to-silicon-nitride inter-
layer couplers [20], was used to normalize out the coupling
losses. As mentioned previously, a good performing filter can
be determined by measurement of several key metrics: pass-
band center wavelength, insertion loss, 1dB passband band-
width, inter-channel crosstalk. We show in Table I summary
statistics of these metrics. We see that the (median) passband
wavelengths are shifted from their nominal design values by
about −5 nm, with an the inter-quartile range (IQR) of 1.4
nm. Comparing the insertion loss and crosstalk at the nominal
channel wavelength and the passband center wavelength, we
see a degradation in performance due to the wavelength shift.
Fortunately, because of the large 1dB bandwidth, the insertion
loss and crosstalk was not too severely degraded. Channel 2
was most affected due to its narrowest passband.

TABLE I
Statistics of measured performance specifications

Ch. 1 Ch. 2 Ch. 3 Ch. 4
Nom. λ (nm) 1271 1291 1311 1331
Center λ (nm) Median 1266.2 1285.6 1305.3 1326.5

IQR 1.4 1.4 1.4 1.4
Max. 1271.5 1290.9 1310.7 1332.0
Min. 1261.3 1280.6 1300.3 1321.4

1dB bandwidth (nm) Median 9.6 8.9 12.8 13.9
IQR 0.7 0.8 0.1 0.4
Max. 10.1 9.8 12.9 14.3
Min. 8.8 7.8 12.6 13.6

Insertion Loss (dB) Median 4.5 5.3 4.1 2.9
at nom. λ IQR 1.5 2.2 1.4 1.6

Max. 16.9 20.2 17.6 13.9
Min. 2.7 3.4 2.2 1.3

Crosstalk (dB) Median -20.9 -16.1 -22.5 -23.4
at nom. λ IQR 4.6 4.6 2.6 5.5

Max. -12.3 -12.3 -13.9 -17.2
Min. -26.6 -28.1 -30.5 -34.6

Insertion Loss (dB) Median 3.9 3.0 3.6 2.8
at center λ IQR 1.4 2.6 2.3 1.4

Max. 10.9 10.6 10.4 9.3
Min. 2.1 1.8 1.7 1.4

Crosstalk (dB) Median -24.4 -24.0 -23.2 -27.3
at center λ IQR 3.4 7.2 6.1 4.7

Max. -17.6 -17.7 -14.5 -19.7
Min. -31.8 -33.7 -37.6 -34.0

To gain more insight from the data, we perform a least
squares data fitting using our transfer matrix model to obtain
estimates of the waveguide geometry w and h. We minimize
the sum of squared errors

S =

4∑
n=1

N∑
i=1

(
yn,i − f(λn,i, w, h)

)2
(1)

where yn,i is the measured normalized transmission at the n-
th channel and the i-th wavelength, giving a total of 4N data
points. Our transfer matrix model prediction f(λn,i, w, h) =
ŷn,i assumes g + w = 1150 nm, so g is not an adjustable
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Fig. 2. Normalized transmission spectra of 4-channel (de)multiplexer ob-
tained from measurement of three different samples. Black lines indicate the
predictions obtained from least squares fitting model.
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Fig. 3. (a) An example of the loss function contours in dB as a function of the
geometry deviations ∆w and ∆h. The star indicates the minimum point. (b)
Boxplots of geometry deviations extracted from the measured samples, using
least squares fitting. The text boxes show the median and IQR of extracted
w and h.

parameter. Figure 2 shows a few examples of the fitted data,
with good agreement between model and experiment. We
note also that there is an additional source of crosstalk in
the experiment data that is not present in the model, which
we believe originates from the limited polarization extinction
when coupling from the laser source. The crosstalk can be
reduced by inserting a high extinction polarization beam
splitter either before coupling to the chip or on the chip itself
[21].

Figure 3(a) shows an example of the loss function contours
as a function of the geometry deviations, ∆w = w − w0 and
∆h = h−h0. The minimum point (star) gives the estimate of
∆w and ∆h. We perform this data fitting on the 22 measured
samples to obtain the wafer level summary statistics for the
waveguide geometry estimates (see Fig. 3(b)). The distribution
of extracted heights has a median of 402 nm and IQR of 11.5
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Fig. 4. Contour plots of the sensitivities ∆λ
∆w

, ∆λ
∆h

with units of nm · nm−1,
as a function of waveguide geometry w and h. The gray regions indicate
multi-mode waveguides.

nm and is well centered near the nominal height h0. However,
the distribution of extracted widths has a median of 716 nm
and IQR of 11.0 nm, which is different from the nominal width
w0 by −34 nm. The channel wavelength shift of about −5 nm
can be attributed to this difference.

The amount of shift in the peaks of MZI interference fringes
caused by geometry changes is ∆λ

∆x = dneff
dx

λ
ng

to a first order
approximation, where x represents w or h [22]. In Fig. 4,
we plot the peak wavelength sensitivities ∆λ

∆w , ∆λ
∆h . We can

see that greater insensivity to geometry changes is obtained
by increasing the width and height of the waveguides, while
being careful to remain outside the multi-mode region (gray).
Although we have designed our filters for relatively flat and
wide passbands, we still observed performance degradation
due to the passband wavelength shift. Future designs should
make use of this geometry insensitivity, since too large a
wavelength shift can cause degradation in performance due
to the steep roll-off of the passbands.

IV. BAYESIAN INFERENCE

Least squares fitting, which is equivalent to maximum
likelihood estimation in the probabilistic interpretation, gives
us a point estimate. Next, we perform Bayesian estimation
which gives an uncertainty of the estimate and also lets us
incorporate prior information regarding the parameters. We
model the measurement outcome y as a normally distributed
random variable Y ∼ N (µ = ŷ, σ2). We apply normal priors
on the parameters w, h and a half-normal prior on the standard
deviation σ of the error term εn,i = yn,i − ŷn,i

w ∼ N (µw = w0, σ
2
w) (2a)

h ∼ N (µh = h0, σ
2
h) (2b)

σ ∼ |N (µε = 0, σ2
ε )| (2c)

choosing σw = σh = 60 nm and σε = 0.1 to give weak
priors, so as to not overly constrain the inferred values. The
error ε accounts for random deviations due to measurement
noise and fabrication imperfections that are not included in
the model. We do not consider a joint distribution for w, h
as we did not observe a strong correlation from the least
squares estimates. Using Bayes’ theorem, with the likeli-
hood and priors, we sample from the posterior distribution
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Fig. 5. Estimates for geometry deviations ∆w and ∆h, arranged in de-
scending order of σ. Large σ corresponds to larger errors and hence more
uncertainty in geometry estimates.

P (w, h, σ|y) ∝ P (y|w, h, σ)P (w, h, σ). The log-likelihood is
given as

logL = −1

2

∑
n,i

(
(yn,i − ŷn,i)2

σ2
+ log(2πσ2)

)
. (3)

We use probabilistic programming to perform inference with
the Markov chain Monte Carlo method [23]. Figure 5 shows
the parameter estimates, sorted in descending order of σ, with
the markers indicating the mean and the whiskers showing
the 94% credible intervals. A larger σ indicates larger errors
ε in the measurement data, and thus at the same time more
uncertainty in the geometry estimates. Dropping the samples
with the 3 largest σ gives a revised estimate for width and
height (Median, IQR) of (717, 10.5) nm and (400, 10.0) nm.
The inferred distribution for σ is (0.041, 0.021).

V. CONCLUSION

We have designed and fabricated a cascaded MZI filter
for O-band CWDM applications and performed wafer level
testing. The 4 channel transmission spectrum data from a
sample of 22 chips on a single wafer was analyzed, giving the
wafer level statistics of the device performance. A fast and
accurate transfer matrix model, using polynomial regression
fit of the effective indices, was used to characterize the
measurement data. By least squares data fitting, we obtained
estimates of the waveguide geometry deviations ∆w and ∆h.
Finally, by Bayesian estimation, we quantified the uncertainty
of the ∆w and ∆h estimation. We obtained a wafer median
width and height estimate of 717 nm and 400 nm respectively.
The parameter estimation results points to the waveguide
width deviation ∆w as the source of the observed passband
wavelength shift. The methods presented will be useful for
process monitoring and performance variability analysis which
is crucial for scalable production of silicon photonic circuits.
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