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ABSTRACT
This paper proposes Dyadic Memory Networks (DyMemNN), a novel extension of end-to-end memory networks (memNN) for aspect-based sentiment analysis (ABSA). Originally designed for question answering tasks, memNN operates via a memory selection operation in which relevant memory pieces are adaptively selected based on the input query. In the problem of ABSA, this is analogous to aspects and documents in which the relationship between each word in the document is compared with the aspect vector. In the standard memory networks, simple dot products or feed forward neural networks are used to model the relationship between aspect and words which lacks representation learning capability. As such, our dyadic memory networks ameliorates this weakness by enabling rich dyadic interactions between aspect and word embeddings by integrating either parameterized neural tensor compositions or holographic compositions into the memory selection operation. To this end, we propose two variations of our dyadic memory networks, namely the Tensor DyMemNN and Holo DyMemNN. Overall, our two models are end-to-end neural architectures that enable rich dyadic interaction between aspect and document which intuitively leads to better performance. Via extensive experiments, we show that our proposed models achieve the state-of-the-art performance and outperform many neural architectures across six benchmark datasets.
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1 INTRODUCTION
Aspect-level Sentiment Analysis (ABSA) can be considered as a fine-grained extension of traditional opinion mining or sentiment analysis tasks. Unlike document level opinion mining which predicts a single polarity for the entire document, this task is concerned with detecting polarities with respect to given entities or aspects. Consider the following example text on a review website, 'Loved the salmon but the waiter was very rude. 2 stars!!'. Clearly, we understand this review refers to two aspects, i.e., service and food, in which the polarities for them are opposite (positive for food and negative for service). Hence, the task of aspect-level opinion mining is concerned with providing polarity detection at a more fine-grained level which is intuitively more suitable for practical business and social applications. It is also good to note that the task of ABSA can also be known as stance detection [14] and attitude identification [11] which are also long standing problems in NLP research.

Deep learning, without a doubt, has demonstrated incredibly competitive performance in many NLP tasks. With no exception, the task of sentiment analysis is also dominated by neural architectures [3, 12, 28, 32]. Apart from the clear demonstration of competitive performance, deep learning removes the need for laborious feature engineering in which cumbersome feature extraction code has to be written for each feature. Amongst the myriad of neural architectures proposed, the long short-term memory network [6] remains a powerful choice as a neural encoder while end-to-end memory networks [11, 27, 30] are the present state-of-the-art for aspect-based sentiment analysis [30].

Memory networks (MemNN), originally incepted for the purpose of question answering, consider an aspect (such as ‘service’ or ‘food’) as a query and dynamically select relevant information from the input document. Memory networks are reminiscent of attention mechanisms [13, 17, 24, 33, 36] which have been a wildly fashionable research area of interest in the recent years. Intuitively, memory networks are neural architectures that aim to adaptively select words in the documents that are important to the aspect. Generally, this process is operated via standard similarity measures such as simple dot products [27] or feed forward neural networks [30] which may lack representation learning capability. For example, simple dot products only consider element-wise interaction between vector pairs and even feed forward neural networks do not consider the dyadic interactions between vectors.

As such, in this paper, we propose two novel variations of the memory network architecture. We call this class of neural architectures Dyadic Memory Networks (DyMemNN) which incorporate rich dyadic interactions between query (aspect) and document into the memory network architecture. The key motivation is that modeling richer interactions between aspect and document will improve the performance in the ABSA task. After all, the memory selection operation lives at the heart of the memory network architecture and is absolutely vital for good performance. To this end, we exploit two vector composition techniques that enable rich representation learning. Inspired by many recent advances in question-answering [22] and knowledge base completion [25], our first proposed model adopts parameterized neural tensor compositions to drive the memory selection operation. We refer to this model as Tensor DyMemNN due to the usage of tensors in the core memory selection operation of the standard memory network. Neural tensor compositions model multiple views of dyadic interactions between two vectors which fit extremely elegantly within the memNN framework. Using tensor compositions to model the relationship between aspect
2 RELATED WORK

The ability to automatically detect the polarity, attitude and stance of a document is extremely desirable for many practical applications. The wide applicability of sentiment analysis in a diverse range of domains such as finance, politics and businesses has naturally spurred on the rich advancements in sentiment analysis research across both academic and industrial NLP communities. Intuitively, this task is simple, i.e., given a document, determine whether it is positive, negative or neutral. In short, this task can be interpreted as a multi-class (or binary) classification problem. Additionally, our work is concerned with a more fine-grained adaptation of traditional document level sentiment analysis, i.e., we are interested in aspect-level polarity. In this task of aspect-based sentiment analysis, the task is now to determine the polarity of the document with respect to a given aspect.

Across the rich history of sentiment analysis research, many researchers and communities have devoted themselves to feature engineering approaches. In these applications, features such as sentiment lexicons [7, 23], n-gram features or parse-tree features [9, 10] are constructed and subsequently, a final feature vector is aggregated and passed through a traditional machine learning classifier such as Support Vector Machines (SVM). While these traditional feature engineering methods remain competitive, they are plagued with flaws which include the cumbersome nature of feature extraction and pipeline based systems that are difficult to maintain in production.

Today, neural architectures are incredibly fashionable for many (if not all) NLP tasks. End-to-end training allows neural models to be built without requiring any feature engineering. This is not only attractive from practical perspectives but also extremely competitive. Li et al. [11] showed that a SVM model trained on an extensive list of handcrafted features could not outperform even simple deep learning architectures such as simple long short-term memory (LSTM) networks [6]. On the other hand, end-to-end memory networks (memNNs) [11, 27, 30] are the present state-of-the-art in this task.

Notably, the key difference in aspect-level sentiment analysis over document-level analysis is the additional requirement and complexity of modeling the relationship between document and aspect. Intuitively, the neural network architecture should adaptively return a different output based on a different aspect. A myriad of neural architectures have been proposed to accomplish this. This includes the Target-Dependent LSTM (TD-LSTM) [29] which trains a bidirectional LSTM network model towards the aspect target. Additionally, ATAE-LSTM and AT-LSTM [33] are recently incepted attentional models which were inspired by recent advancements in natural language inference [24]. AT-LSTM learns to attend by incorporating the aspect vector into the attention mechanism while ATAE-LSTM concatenates aspect vectors right before the LSTM modeling layer.

Our work is mostly concerned with memory networks in which our main contribution resides upon. Memory networks operate via a memory selection operation which is reminiscent of neural attention mechanisms. The key intuition of memory networks is given as follows: Firstly, the semantic similarity between each word in the document is modeled with respect to the aspect. Secondly, this information is used to adaptively select the relevant pieces of information (or memory slices) from the input document. Memory networks are highly competitive neural architectures for many NLP tasks which include question answering [2], logical reasoning and visual question answering [34]. In our domain, Tang et al. [30] first proposed deep memory network architectures for ABSA problems and demonstrated highly competitive results. On the other hand, Li et al. proposed AttNet [11], a multi-task adaptation of memNN that learns to jointly predict polarities and the presence of targets.

In our proposed dyadic memory networks (DyMemNN), we adopt two rich compositional techniques for modeling the dyadic interactions between aspect and documents. The first of our two models, the Tensor DyMemNN was inspired by many recent advances in related fields such as question answering. Specifically, convolutional neural tensor networks [22] demonstrated the effectiveness of neural tensor composition to model relationship between question and answer pairs. Additionally, the usage of tensor
layers is also further empirically motivated in other related works in the rich history of question answering [22], sentiment analysis [26] and knowledge base completion [25]. Our work, however, is the first incorporation of neural tensor composition to the memory network architectures.

On the other hand, our second proposed model, Holo DyMemNN, is largely inspired by holographic reduced representations (HRR) [5, 19] which have seen modest exposure in recent deep learning literature. More specifically, HRR has been exploited in models such as associative LSTMs [4], holographic embeddings of knowledge graphs (HoLE) [15] and Holographic Dual LSTM (HD-LSTM) [31] for QA. In this architecture, we exploit associative memory operators, namely circular correlation and circular convolution, to model the interactions between aspect and document. Notably, the properties of these operators can be also interpreted as compressed tensor products, i.e., these operators capture dyadic interactions between two vectors through summation patterns and unlike tensor layers, are essentially parameterless and therefore memory efficient. Inspired by the attractive properties of these holographic models, Nickel et al. proposed holographic embeddings of knowledge graphs [15] and adopted associative memory operators to learn embeddings of knowledge graph entities. Our work, to the best of our knowledge, is the first adaptation of holographic composition to memory networks.

3 PROBLEM FORMULATION

In this section, we formally introduce the problem of aspect-based sentiment analysis (ABSA). In this task, we explicitly distinguish between two variations of this problem. The first, aspect term classification considers the case where the target aspect resides in the document. For example, consider the document $D_1$: ‘This ice cream is really delicious’. In this case, the aspect term might be ‘ice cream’. The second variation is known as aspect category classification in which the aspect may or may not be included in the document. For example, computing the sentiment with respect to the aspect ‘food’ for document $D_1$ would be an aspect category classification task. Intuitively, categories are often predefined aspects. For example, aspect categories like food, service and ambiance are common categories in the domain of restaurant reviews. Additionally, we can consider related tasks such as attitude identification and stance detection to be synonymous to aspect category classification. An example would be to identify the author’s stance towards certain controversial issues (aspect categories such as feminism, abortion, etc.) in debates. Overall, ABSA can be treated as a multi-class classification problem, i.e., given a document $d_i$ and aspect $a_i$, the classifier should produce a vector $f(d_i, a_i) \in \mathbb{R}^k$ where $k$ is the number of labels. In most cases, we consider positive, negative and neutral labels. The final assigned label can be computed via \[ \text{argmax} f(d_i, a_i). \]

4 OUR DEEP LEARNING ARCHITECTURE

In this section, we introduce Dyadic Memory Networks (DyMemNN), our novel deep learning architecture that incorporates rich dyadic interactions between aspect and document into the memory selection operation. The overall model architecture is illustrated in Figure 1.

4.1 Input Memory Representation

Our DyMemNN architecture accepts a document $d$ and aspect $a$ as an input. A document is a series of words $w_i \in d$ and are assigned with an unique index. For aspect term classification, the aspect input $a$ is similarly a sequence of one or more words. For aspect category classification, each aspect is given a separate unique index in the range of $[0, |\psi|]$ where $\psi$ is the set of all predefined aspect categories. For the input document $d$, we first convert each $w_i \in d$ into memory vectors $m_i \in \mathbb{R}^d$ to be stored in memory. This conversion is done via an embedding look-up layer, i.e., each unique index is mapped onto the matrix $A \in \mathbb{R}^{|\psi| \times d}$ where $V$ is the set of all words. Similarly, this is done for the aspect $a$ using another embedding matrix $B \in \mathbb{R}^{|\psi| \times d}$ where $\psi$ is the set of all aspect categories. Note that for aspect term classification, the embedding matrix $B$ is of the same dimension as $A$, i.e., $B \in \mathbb{R}^{|\psi| \times d}$. In this case, we consider a neural bag-of-words adaptation of the query in which all the words in the aspect terms are summed to form the query representation.

4.2 Memory Selection Operation

Given a sequence of memory slices $\{m_i\}$ and a single aspect vector $a$, the objective of the memory selection operation is to select the pieces of memory slices $\{m_i\}$ that are relevant to the aspect vector $\tilde{a}$. As such, the output of the memory selection operation is a vector $\rho \in \mathbb{R}^L$ which is often the output of a softmax across the input sequence. This probability vector $\rho$ is then used to produce a weighted representation of the input sequence. In the standard end-to-end memory networks, the inner product $a^T m_i$ is computed for each memory slice followed by a softmax:

\[ p_i = \text{Softmax}(a^T m_i) \quad (1) \]

where \( \text{Softmax}(z_i) = \frac{e^{z_i}}{\sum_j e^{z_j}} \). Intuitively, inner products model the element-wise interaction between the aspect vector $a$ and each memory slice. Tang et al. [30] extended this and adopted feed forward neural networks to model this information. This can be defined as follows:

\[ p_i = \text{Softmax}(W_f \mathbb{1} [m_i; a] + b_f) \quad (2) \]

where $W_f$ and $b_f$ are the parameters of the feed forward neural network and $[\cdot; \cdot]$ denotes a concatenation of aspect and memory slice.

4.3 Tensor Module

In the first variation of DyMemNN, we adopt neural tensor composition to drive the memory selection process. The tensor composition can be defined as follows:

\[ z(m_i, a) = a^T \text{tanh}(m_i^T D[m_i; a] + V[m_i, a] + b_d) \quad (3) \]

where $D[m_i; a] \in \mathbb{R}^{nxn\times r}$ is a tensor (3d matrix) and $\text{tanh}$ is the hyperbolic tangent function. For each slice of the tensor $D$, each bilinear tensor product $m_i^T D[a]$ returns a scalar value to form a $r$ dimensional vector. The other parameters, $V \in \mathbb{R}^{2d \times r}$ and $u \in \mathbb{R}^r$, are in the standard form of a neural network. The final output $z(m_i, a)$ is a single scalar value. Intuitively, the tensor $D$ models rich dyadic interactions between two vectors $m_i$ and $a$. Additionally, this models multiple views of dyadic interactions with multiple slices and subsequently concatenates them. As such, the tensor
layer enables rich and expressive representation capability to the memory network. Finally, the memory selection operation of our Tensor DyMemNN can be rewritten as follows:

$$p_i = \text{Softmax}(u^T \text{tanh}(m_i^T D^{[1:r]} a + V[m_i; a] + b_d))$$ (4)

4.4 Holographic Module

The second variation of DyMemNN adopts associative memory operators to drive the memory selection operation. Associative memory operators such as circular correlation and circular convolution can also be interpreted as compressed tensor products. In Holo DyMemNN, we adopt both circular correlation and circular convolution of vectors to learn relationships between aspect vectors and memory slices $m_i$. Each associative memory operator returns a $d$ dimensional vector given the inputs $a \in \mathbb{R}^d$ and $m_i \in \mathbb{R}^d$

First, we formally define our associative memory operators. Let $\odot$ denote an associative composition between two vectors. As such, circular correlation can be defined as follows:

$$m_i \odot a = m_i \star a$$ (5)

$$[m_i \star a]_k = \sum_{j=0}^{d-1} (m_i)_j a_{(k+j) \mod d}$$ (6)

where $\star : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ denotes the circular correlation operator, $m_i$ is a single memory slice and $a$ is the aspect vector. Note that we use zero indexed vectors for notational convenience. Circular correlation can be computed as follows:

$$m_i \star a = \mathcal{F}^{-1}(\mathcal{F}(m_i) \odot \mathcal{F}(a))$$ (7)

where $\mathcal{F}(\cdot)$ and $\mathcal{F}^{-1}(\cdot)$ are the fast Fourier transform (FFT) and inverse fast Fourier transform respectively. $\mathcal{F}(m_i)$ denotes the complex conjugate of $\mathcal{F}(m_i)$. $\odot$ is element-wise (or Hadamard) product. The second associative memory operator, circular convolution: $\star : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ can be defined as follows:

$$m_i \odot a = m_i \star a$$ (8)

$$[m_i \star a]_k = \sum_{j=0}^{d-1} (m_i)_j a_{(k+j) \mod d}$$ (9)

Circular convolution, similar to circular correlation, can be computed efficiently by:

$$m_i \star a = \mathcal{F}^{-1}(\mathcal{F}(m_i) \odot \mathcal{F}(a))$$ (10)

Note that Equation (10) is the same as Equation (7) without the conjugate operator. Finally, the memory selection operation in Holo DyMemNN can be described as follows:

$$p_i = \text{Softmax}(h^T ([(m_i \star a); (m_i \star a)]))$$ (11)

where $\star$ denotes circular convolution and $\star$ denotes circular correlation. $h \in \mathbb{R}^{2d}$ is a vector that maps the concatenated $[(m_i \star a); (m_i \star a)]$ into a scalar value. In the following subsections, we draw some connections of Holo DyMemNN to tensor products and holographic models of associative memory.

4.4.1 Compressed Tensor Products. Both circular correlation and circular convolution can be viewed as a compressed tensor product $[5, 15, 19]$. In the tensor product $[m \otimes a]_{ij} = m_ia_j$, a separate element is used to store each pairwise multiplication or interaction
between \( m \) and \( a \). In circular correlation, each element of the composed vector is a sum of multiplicative interactions over a fixed summation pattern between \( m \) and \( a \). Figure 2 depicts the case where two vectors, \( x \) and \( y \), of only three elements are composed via circular correlation and circular convolution to form the vector \( z \). The similarity matrix denotes the standard outer (tensor) product while the same color blocks denote elements that are being ‘compressed’ by summation. For example in circular correlation, the value at \( z_1 \) is the summation \( z_1 = x_0y_2 + x_1y_1 + x_2y_0 \) which corresponds to the red squares in Figure 2 (b).

![Circular Correlation Diagram](image)

Figure 2: Circular convolution and circular correlation as compressed tensor products. Diagram is best viewed in color. Blocks of the same color denote summation (compression) patterns.

One key advantage of this composition method is that the composed vector remains at the same length of its constituent vectors. As compared to Tensor DyMemNN, Holo DyMemNN does not suffer from the quadratic increase (in \( d \)) in parameter cost. We are now also able to adapt if the dimensionality of aspect and memory slices are different. In this case, we can simply zero-pad the vectors to make them the same length. As circular correlation and circular convolution use summation patterns to compress tensor products, we are still able to compose them without much implications. However, within the scope of this paper, we consider that \( m \) and \( a \) have the same dimension.

### 4.4.2 Connections to Holographic Memories

In this section, we aim to draw the connection to holographic models of associative memories [5]. In holography, storage and retrieval are often emulated via a series of encoding and decoding operations. In these models, circular correlation or circular convolution can be used as the encoding operation. If circular convolution is used as the encoding operation, circular correlation becomes the decoding operation. First, a memory trace \( t \) is constructed by applying the encoding operation on two vectors, i.e., \( m \) and \( a \) in our case. This process is described as follows:

\[
t = m_i \ast a
\]

and subsequently a decoding operation is used to retrieve \( a \) via:

\[
a' \approx m_i \ast t = a \ast (m_i \ast m_i)
\]

where \( m_i \ast m_i \approx \delta \) is the identity element of convolution. Given the noisy vector, \( a' \), we are able to perform a clean-up which returns the most similar item in the stored memory:

\[
a = \arg \max_i a'_i (m_i \ast t)
\]

Additionally, in the context of end-to-end neural network training, note that the forward operation acts as the encoding operation while the backward operation (gradient update) acts like the decoding operation. For example, consider the case where:

\[
p_i = \text{Softmax}(h^T([((m_i \ast a)]))
\]

Then, the gradients at \( a \) are as follows:

\[
\frac{\partial E}{\partial a_i} = \sum_k \frac{\partial E}{\partial h_j} (m_i)(k-j \mod d)
\]

where \( a \) is the aspect vector, \( h \) is the parameter of this layer and \( m_j \) is the memory slice. Note that \( \sum_k \frac{\partial E}{\partial h_j} (m_i)(k-j \mod d) \) is essentially \( h \ast m_j \) and in this case, the parameter \( h \) acts like the memory trace \( t \). Clearly, we see that when circular convolution is used in the neural network architecture, the gradients are being updated by circular correlation. As such, this emulates the storage and retrieval processes in holographic memory models. Intuitively, this can be seen as the parameter learning that best explains the correlation between the aspect vector and memory slice \( m_j \).

In our Holo DyMemNN, instead of adopting a single associative memory operator as an encoder, we opt to adopt both circular correlation and circular convolution. There are several motivations for this choice. Firstly, this eliminates our concern on which operator to choose as an encoder. Secondly, each operator captures a slightly different view. For example, we can observe that circular correlation is asymmetric (i.e., \( m_i \ast a \neq a \ast m_i \)) while circular convolution is symmetric simply just based on the presence of the conjugate inverse operation of the former. Intuitively, combining representations from different views, i.e., exploiting both symmetric and asymmetric dyadic interactions, produces richer representations. Subsequently, we will show via an ablation study in Section 5.6.2 that this leads to better performance.

### 4.5 Output Memory Representation

Each input word \( w_t \) has an output vector representation \( c_i \) which is indexed from another embedding matrix \( C \in \mathbb{R}^{W \times d} \). The final output memory representation is the weighting of this probability vector \( c_i \). As such, the output vector \( o \) is defined as follows:

\[
o = \sum_i p_i c_i \tag{12}
\]

where \( c_i \in \mathbb{R}^d \). Intuitively, this is weighting the output vector of each word by the probability vector \( p \) and summing them up. Note that apart from the dyadic interaction (tensor or holographic) in our memory selection operation, the remainder of the network remains identical to the standard end-to-end memory network [27].

### 4.6 Softmax Layer

The sum of the final output vector \( o \) and the input embedding is then fed into a Softmax layer.

\[
s = \text{Softmax}(W_s (o + a)) \tag{13}
\]

where \( a \) is the aspect embedding and \( o \) is the output vector. \( W_s \) is the parameter of the softmax layer, \( a \in \mathbb{R}^k \) is the final output of the network where \( k \) is the number of labels.
4.7 Optimization and Learning
For optimization, our network adopts the cross entropy loss function.

\[ L = - \sum_{i=1}^{N} [y_i \log s_i + (1 - y_i) \log(1 - s_i)] + \lambda \| \theta \|_2^2 \]  

(14)

where \( s \) is the output of the softmax layer. \( \theta \) contains all the parameters of the network and \( \lambda \| \theta \|_2^2 \) is the L2 regularization. The parameters of the network can be updated by backpropagation.

4.8 Multi-layered DyMemNN
Similar to the standard memory networks, our networks can be extended to multiple layers (or hops). Except for the first layer, the input (or aspect) embedding of the layer \( k + 1 \) is the sum of the output \( o^k \) and input \( a^k \) from layer \( k \). This is formally described as follows:

\[ a^{k+1} = a^k + o^k \]  

(15)

Moreover, for the sake of being prudential pertaining to the parameter size of our architecture, we adopt shared embeddings across all layers, i.e., matrices \( A, B \) and \( C \) are all shared across layers. For Tensor DyMemNN, tensor parameters are also shared across layers. Similarly, \( h \) is shared across layers for Holo DyMemNN as well.

Following the standard memory networks, we also experimented with a linear transformation of the input representation, i.e., \( a^{k+1} = H(a^k + o^k) \) where \( H \in \mathbb{R}^{d \times d} \). The presence of this linear transformation can be considered as a hyperparameter to be tuned. Figure 3 illustrates a 2-layered DyMemNN architecture. Note that this is generalizable to \( k \) layers.

![Figure 3: Illustration of 2-layered DyMemNN architecture.](image)

5 EMPirical EVALUATION
In this section, we evaluate our proposed models for aspect-based sentiment analysis. Our empirical evaluation is conducted based on two settings, namely aspect term classification and aspect category classification.

5.1 Datasets
In order to determine the effectiveness of our proposed models, we select a total of six popular benchmark datasets. These datasets can be considered as subsets of data obtained from various years and subtasks of SemEval (2014-2016). In the spirit of experimental rigor, we also included more datasets from [11]. Each dataset is used for each subtask, i.e., aspect term classification or aspect category classification. In the case where the same dataset is used for both tasks, a suffix (terms) is appended for aspect term classification and (category) is appended for aspect category classification.

5.1.1 Datasets for Aspect Term Classification.
- **Laptops** (term) is a dataset obtained from SemEval 2014. This dataset contains customer reviews pertaining to the computers and laptops domain.
- **Restaurants** (term) is a dataset also obtained from SemEval 2014. This dataset contains customer reviews from the restaurants domain.
- **Reviews** (term) is a dataset obtained from SemEval 2014. Since both aspect terms and categories were provided in the restaurants dataset from SemEval 2014, we consider the same dataset but use the fixed categories such as ‘food’ and ‘service’ instead.
- **Reviews** (category) is a dataset obtained from both category SemEval 2014 [21] and SemEval 2015 [20]. Only aspects that are included in both years are included.
- **Tweets** is a dataset obtained from a SemEval 2016 task pertaining to stance detection on tweets [14]. The domain of this dataset is mostly related to ideology such as atheism and feminist movement.
- **Debates** is a dataset constructed from the Internet Argument Corpus version 2 \(^1\) which includes debates from three web forums \(^2\). Participants may start a debate and take a position (favor vs. against). Other users may then post arguments supporting their stance. Topics may include gun control, abortion, or death penalty. Text pre-processing includes stopword removal and tokenization by the CMU Twitter NLP tool.

The three datasets, **Debates, Reviews** and **Tweets** are obtained from [11]. We use the exact training, development and testing split. However, since our problem formulation does not include aspect target detection, we ignore the absent labels from the dataset from Li et al. [11]. As for the datasets **Laptops, Restaurants** (term) and **Restaurants** (category), we use the official testing set from SemEval 2014. Additionally, we randomly sample 500 samples from the training set as the development set. Finally, the statistics of all datasets is detailed in Table 1.

5.2 Evaluation Protocol
Whenever possible, we evaluate on both binary classification and three-way classification, (i.e., positive / negative only; and positive, negative, neutral) classification.

\(^1\)https://nlds.soe.ucsc.edu/ia2
\(^2\)4forums(http://www.4forums.com/political/), ConvinceMe(http://www.convinceme.net/)
negative and neutral) which result in a total of 10 experimental settings as the datasets Tweets and Debates only support binary classification. Since the task of sentiment analysis is commonly plagued with highly skewed class distributions, evaluation metrics such as F-score are more favorable over the accuracy metric [11]. precision As such, we adopt the standard macro-averaged F-score and recall metrics in our experiments. For each class, precision is defined as \( P = \frac{TP}{TP + FP} \), recall is defined as \( R = \frac{TP}{TP + FN} \) and the F-score is computed by \( F = \frac{2PR}{TP + FP} \). True positives, true negatives, false negatives and false positives respectively. The macro-averaged F-score is the average F-score across all classes. While we report precision, recall and F-score in our experiments, we would like to emphasize that the F-score is the metric that we are looking at for the overall performance.

5.3 Compared Baselines

In our experiments, we compare our proposed models with the following state-of-the-art deep learning architectures:

- **NBO** (Neural Bag-of-Words) is a simple summation of neural word embeddings. This summed vector is then passed into the softmax layer for prediction. This method does not consider any aspect information.
- **LSTM** (Long Short-Term Memory) is a popular neural encoder for many NLP tasks. Memory-enabled representations of the document are learned and then passed through a softmax layer for classification.
- **TD-LSTM** (Target-Dependent Long Short-Term Memory) [29] is a bidirectional LSTM that converges towards the aspect term. Subsequently the two learned representations are concatenated and passed through a softmax layer for classification.
- **AT-LSTM** (Attention LSTM) is an attention-based LSTM model proposed by [33]. This model incorporates the aspect vector into the attention mechanism. As such, AT-LSTM learns to attend to different parts of the sentence based on the aspect.
- **ATAE-LSTM** (Attention LSTM with aspect embedding) is also an attention-based model that extends the AT-LSTM and was proposed by the same authors in [33]. ATAE-LSTM extends AT-LSTM by concatenating the aspect at the LSTM layer.
- **Memory Network** (MemNN) is the present state-of-the-art for the ABSA task. This model serves as the primary competitor in our ablation study. In our implementation, we adopt the feed forward neural network in the memory selection operation following [30] and since the aspect category may or may not be found within the document, we omit the location attention mechanism.

We compare the above baselines with the two variations of our proposed neural architecture, DyMemNN, namely Tensor DyMemNN and Holo DyMemNN. Note that the traditional SVM + feature method is omitted since Li et al. [11] has established that, even with extensive laborious feature engineering, the SVM + feature approach is outclassed by neural architectures such as LSTM or memNN.

5.4 Implementation Details

We implemented all models ourselves in Tensorflow [1] and conducted all experiments on a single NVIDIA GTX1070 GPU. For deep learning models, we pre-initialize the word embedding layer with pretrained Glove embeddings from [16]. Specifically, we use the embeddings trained on 840 billion tokens with \( d = 300 \). We train all models for 25 epochs with early stopping if the performance on the development set does not improve after 5 epochs. The result reported is the model that has the highest F1-score on the development set. The batch size is fixed to 25 for all datasets except the Debates dataset in which we raised the batch size to 200 to speed up the computation time in lieu of the much larger dataset. The dimensionality of all LSTM based models is set to 300. The forget bias is set to 1 and the weight matrices are orthogonally initialized. For all models, the learning rate is tuned amongst \( \{10^{-2}, 10^{-3}, 10^{-4}\} \) using the Adam optimizer [8]. L2 regularization is tuned amongst \( \{10^{-4}, 10^{-5}, 10^{-6}\} \). The word embeddings are generally set to be trainable3. For all datasets, we capped the max sequence length to be at the 95th percentile of all sequence lengths in the dataset. However, since the maximum sequence length of the Debates dataset is relatively much larger, we capped the max sequence length to 50 words which we found to have better performance and reduced computation time. All random initialization, if not mentioned and including oov (out-of-vocabularly) tokens in the Glove embeddings, are initialized to \( U(-0.01, 0.01) \). The number of layers of memory network based models (memNN and our DyMemNN models) are tuned amongst \( \{1, 4\} \). For Tensor DyMemNN, we initialize the parameters of the tensor layer uniformly \( U(-\tau, \tau) \) where \( \tau \) is tuned amongst \( \tau \in \{0.01, 0.1, 0.2\} \). The number of tensor slices \( \tau \) is tuned amongst \( \{2, 4, 6, 8, 10\} \).

5.5 Experimental Results and Discussion

In this section, we discuss the experimental results on both aspect term classification and aspect category classification. Table 2 reports the results on both binary and 3-way classification for aspect term classification. Table 3 and Table 4 report the results for aspect

---

3We also experimented with non-trainable embeddings. We found that trainable embeddings worked slightly better most of the time. However, we took the best result for all models amongst the two settings.
Table 2: Experimental results for aspect term classification on Restaurants (category) and Reviews. Best performance is in boldface and second best is underlined. † denotes models that significantly outperform the baseline MemNN with a t-test [35] at statistical significance level of 0.05.

<table>
<thead>
<tr>
<th>Model</th>
<th>Restaurants (category) F1</th>
<th>Restaurants (category) P</th>
<th>Restaurants (category) R</th>
<th>Reviews F1</th>
<th>Reviews P</th>
<th>Reviews R</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBOW</td>
<td>58.05</td>
<td>52.98</td>
<td>58.65</td>
<td>58.22</td>
<td>58.30</td>
<td>58.55</td>
</tr>
<tr>
<td>LSTM</td>
<td>57.22</td>
<td>56.41</td>
<td>57.97</td>
<td>57.08</td>
<td>57.36</td>
<td>57.74</td>
</tr>
<tr>
<td>AT-LSTM</td>
<td>62.66</td>
<td>62.02</td>
<td>63.29</td>
<td>62.95</td>
<td>63.31</td>
<td>63.67</td>
</tr>
<tr>
<td>ATAE-LSTM</td>
<td>66.54</td>
<td>66.13</td>
<td>66.95</td>
<td>66.29</td>
<td>66.71</td>
<td>67.10</td>
</tr>
<tr>
<td>MemNN</td>
<td>72.24</td>
<td>71.88</td>
<td>72.62</td>
<td>72.06</td>
<td>72.44</td>
<td>72.82</td>
</tr>
<tr>
<td>Tensor MemNN</td>
<td>73.64</td>
<td>73.22</td>
<td>73.82</td>
<td>73.11</td>
<td>73.49</td>
<td>73.87</td>
</tr>
<tr>
<td>Holo MemNN</td>
<td>74.03</td>
<td>73.61</td>
<td>74.39</td>
<td>73.79</td>
<td>74.17</td>
<td>74.55</td>
</tr>
</tbody>
</table>

Table 3: Experimental results for aspect category classification on Restaurants (category) and Reviews. Best performance is in boldface and second best is underlined. † denotes models that significantly outperform the baseline MemNN with a t-test [35] at statistical significance level of 0.05.

<table>
<thead>
<tr>
<th>Model</th>
<th>Restaurants (category) F1</th>
<th>Restaurants (category) P</th>
<th>Restaurants (category) R</th>
<th>Reviews F1</th>
<th>Reviews P</th>
<th>Reviews R</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBOW</td>
<td>58.05</td>
<td>52.98</td>
<td>58.65</td>
<td>58.22</td>
<td>58.30</td>
<td>58.55</td>
</tr>
<tr>
<td>LSTM</td>
<td>57.22</td>
<td>56.41</td>
<td>57.97</td>
<td>57.08</td>
<td>57.36</td>
<td>57.74</td>
</tr>
<tr>
<td>AT-LSTM</td>
<td>62.66</td>
<td>62.02</td>
<td>63.29</td>
<td>62.95</td>
<td>63.31</td>
<td>63.67</td>
</tr>
<tr>
<td>ATAE-LSTM</td>
<td>66.54</td>
<td>66.13</td>
<td>66.95</td>
<td>66.29</td>
<td>66.71</td>
<td>67.10</td>
</tr>
<tr>
<td>MemNN</td>
<td>72.24</td>
<td>71.88</td>
<td>72.62</td>
<td>72.06</td>
<td>72.44</td>
<td>72.82</td>
</tr>
<tr>
<td>Tensor MemNN</td>
<td>73.64</td>
<td>73.22</td>
<td>73.82</td>
<td>73.11</td>
<td>73.49</td>
<td>73.87</td>
</tr>
<tr>
<td>Holo MemNN</td>
<td>74.03</td>
<td>73.61</td>
<td>74.39</td>
<td>73.79</td>
<td>74.17</td>
<td>74.55</td>
</tr>
</tbody>
</table>

Table 4: Experimental results for aspect term classification on Tweets and Debates.

<table>
<thead>
<tr>
<th>Model</th>
<th>Tweets F1</th>
<th>Tweets P</th>
<th>Tweets R</th>
<th>Debates F1</th>
<th>Debates P</th>
<th>Debates R</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBOW</td>
<td>58.05</td>
<td>52.98</td>
<td>58.65</td>
<td>58.22</td>
<td>58.30</td>
<td>58.55</td>
</tr>
<tr>
<td>LSTM</td>
<td>57.22</td>
<td>56.41</td>
<td>57.97</td>
<td>57.08</td>
<td>57.36</td>
<td>57.74</td>
</tr>
<tr>
<td>AT-LSTM</td>
<td>62.66</td>
<td>62.02</td>
<td>63.29</td>
<td>62.95</td>
<td>63.31</td>
<td>63.67</td>
</tr>
<tr>
<td>ATAE-LSTM</td>
<td>66.54</td>
<td>66.13</td>
<td>66.95</td>
<td>66.29</td>
<td>66.71</td>
<td>67.10</td>
</tr>
<tr>
<td>MemNN</td>
<td>72.24</td>
<td>71.88</td>
<td>72.62</td>
<td>72.06</td>
<td>72.44</td>
<td>72.82</td>
</tr>
<tr>
<td>Tensor MemNN</td>
<td>73.64</td>
<td>73.22</td>
<td>73.82</td>
<td>73.11</td>
<td>73.49</td>
<td>73.87</td>
</tr>
<tr>
<td>Holo MemNN</td>
<td>74.03</td>
<td>73.61</td>
<td>74.39</td>
<td>73.79</td>
<td>74.17</td>
<td>74.55</td>
</tr>
</tbody>
</table>
memory efficient with about \( \approx 3 - 4 \) times less parameters as compared to the LSTM based models. Tensor DyMemNN incurs a cost of quadratic scale with respect to \( n^2 \) which is equivalent to about 90K parameters given a dimensionality of 300. Given a modest \( r \) value such as \( r = 4 \) (number of tensor slices), the Tensor DyMemNN would have approximately similar number of parameters to LSTM. Given the significantly improved performance, Tensor DyMemNN, safely speaking, provides a better performance gain per parameter as compared to LSTM.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
<th># Params</th>
<th>Aspect</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBOW</td>
<td>58.2</td>
<td>2K</td>
<td>✓</td>
</tr>
<tr>
<td>LSTM</td>
<td>61.4</td>
<td>724K</td>
<td>✓</td>
</tr>
<tr>
<td>TD-LSTM</td>
<td>63.6</td>
<td>724K</td>
<td>✓</td>
</tr>
<tr>
<td>AT-LSTM</td>
<td>62.4</td>
<td>1.1M</td>
<td>✓</td>
</tr>
<tr>
<td>ATAE-LSTM</td>
<td>61.7</td>
<td>1.4M</td>
<td>✓</td>
</tr>
<tr>
<td>MemNN</td>
<td>66.9</td>
<td>101K</td>
<td>✓</td>
</tr>
<tr>
<td>Tensor DyMemNN</td>
<td>69.2</td>
<td>(101K + ( r \times 90K ))</td>
<td>✓</td>
</tr>
<tr>
<td>Holo DyMemNN</td>
<td>69.0</td>
<td>101K</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5: Overall performance (F1) of all compared models on all the six benchmark datasets with both 2 and 3 way classification. Aspect column denotes if the model has benefited from aspect information. * denotes the variable number of parameters across datasets. About \( \approx 90K \) parameters are added for each extra tensor slice.

5.6 Effect of Hyperparameters

In this section, we aim to study two important research questions pertaining to our models. Specifically, they are RQ1: ‘What are the effects of the number of tensor slices on performance?’ and RQ2: ‘What are the benefits of using both associative operators as compared to using only one?’.

![Figure 4: Effect of varying tensor slices \( r \) on aspect category classification.](image)

5.6.1 Effect of Tensor Slices \( r \) on Performance. Figure 4 reports the test performance varied across different \( r \) values with \( l = 4 \). Note that the optimal tensor slice of the development set and test set were the same. This was conducted across all datasets for aspect category classification with 3-way classification whenever possible. The outcomes of this study allow us to understand several points as follows: First, increasing \( r \) helps mainly when the dataset is large (e.g., the Debates dataset). On the other hand, increasing \( r \) too high when the dataset is small may hurt performance (e.g., the Restaurants dataset). This is intuitive as the tensor module with a large \( r \) introduces a significant amount of parameters to the model and incurs a risk of overfitting. On this note, we can offer a general rule of thumb for training our models, i.e., set \( r = 4 \) or \( r = 5 \) unless the dataset is huge. In that case, going upwards towards even \( r = 10 \) might be reasonable.

5.6.2 Ablation Study on Associative Memory Operators. Table 6 reports the results of our ablation study on the influence of associative memory operators. We make several important observations. Firstly, using both circular correlation and circular convolution leads to improved performance. This justifies the design of Holo DyMemNN. Secondly, circular correlation (asymmetric) representations are more beneficial over circular convolution. We would like to advocate the usage of both operators when possible. However, if only one has to be selected (perhaps to reduce computation time), choosing circular correlation would be more sensible.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Remove Conv</th>
<th>Remove Corr</th>
<th>Full Holo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laptops (t)</td>
<td>54.93 (−5.18%)</td>
<td>53.98 (−6.13%)</td>
<td>60.11</td>
</tr>
<tr>
<td>Restaurants (t)</td>
<td>61.68 (+2.86%)</td>
<td>55.94 (−2.88%)</td>
<td>58.82</td>
</tr>
<tr>
<td>Restaurants (c)</td>
<td>62.02 (−1.97%)</td>
<td>61.95 (−2.04%)</td>
<td>63.99</td>
</tr>
<tr>
<td>Reviews</td>
<td>54.65 (−0.35%)</td>
<td>53.89 (−1.11%)</td>
<td>55.00</td>
</tr>
<tr>
<td>Tweets</td>
<td>69.79 (−1.45%)</td>
<td>68.89 (−2.35%)</td>
<td>71.24</td>
</tr>
<tr>
<td>Debates</td>
<td>62.34 (−1.00%)</td>
<td>61.07 (−2.27%)</td>
<td>63.34</td>
</tr>
</tbody>
</table>

Table 6: Ablation studies on associative memory operators for Holo DyMemNN. It reports F1 scores across all datasets when only circular correlation or circular convolution is used. Full Holo describes the full holographic architecture.

<table>
<thead>
<tr>
<th>Aspect Term</th>
<th>Document</th>
</tr>
</thead>
<tbody>
<tr>
<td>place</td>
<td>Nice place but the burgers were awful.</td>
</tr>
<tr>
<td>burgers</td>
<td>Nice place but the burgers were awful.</td>
</tr>
<tr>
<td>place</td>
<td>Nice place but the burgers were awful.</td>
</tr>
<tr>
<td>burgers</td>
<td>Nice place but the burgers were awful.</td>
</tr>
<tr>
<td>place</td>
<td>Nice place but the burgers were awful.</td>
</tr>
<tr>
<td>burgers</td>
<td>Nice place but the burgers were awful.</td>
</tr>
</tbody>
</table>

Table 7: Qualitative analysis of attention vector \( p \). The intensity of the color (red) denotes the strength of the attention weights.

5.7 Qualitative Analysis

In this section, we inspect the vector \( p \) (also known as the attention vector) that is used to generate the weighted representation. The purpose and meaning behind this experiment, which forms our third research question, is as follows: RQ3: ‘Is there any meaningful and observable differences between the attention vector of MemNN and DyMemNN?’ In order to do so, we extracted \( p \), the attention vector from the models MemNN, Tensor DyMemNN (\( r = 4 \)) and Holo DyMemNN. Table 7 depicts the outcome of a single example.

We observe that DyMemNN generally produces more focused attentions over MemNN. The attention is divided quite evenly...
amongst words for MemNN. In the given example, both variations of DyMemNN have strong attention weights towards the appropriate words and are able to adaptively switch attention based on the query or aspect term. On the other hand, MemNN has weak attentions spread out across the document.

6 CONCLUSION

In this paper, we proposed a new neural architecture for ABSA. We proposed two variations of DyMemNN, namely Tensor DyMemNN and Holo DyMemNN, which model dyadic interactions between aspect and document. Modeling rich interactions between aspect and document results in improved performance. We show that the two models of DyMemNN demonstrate the state-of-the-art performance on six benchmark datasets. Moreover, the two models consistently outperform the baseline MemNN on both aspect term and aspect category classification tasks.
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